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Mind the GAP (Global Average Pool)

Discussion

● Why GAP?
● What alternatives 

are there?
● Is our use case 

different?

Global Average Pooling is a pooling operation 
designed to replace fully connected layers in 
classical CNNs. The idea is to generate one 
feature map for each corresponding category 
of the classification task in the last mlpconv 
layer.

Introduced by Lin et al. in Network In Network

[papers with code: global average pooling]

https://paperswithcode.com/paper/network-in-network
https://paperswithcode.com/method/global-average-pooling#:~:text=Global%20Average%20Pooling%20is%20a,in%20the%20last%20mlpconv%20layer.


Background on GAP
● Replaced dense output layers in Network in Network (ICLR, 2014)

○ Introduced GAP (section 3.2) to replace dense layers in output
■ enforces “correspondences between feature maps and categories”
■ “no parameter to optimize in the global average pooling thus overfitting is 

avoided at this layer” - 0.39% improvement in Cifar10 error rate
■ GAP layer directly connected to cost - Class activation maps can be 

visualized 
■ Also adopted by GooglenNet (CVPR, 2015), VGGNet, Resnet

AlexNet (2012)- w/ dense output layer

https://arxiv.org/pdf/1312.4400.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Szegedy_Going_Deeper_With_2015_CVPR_paper.pdf
https://arxiv.org/pdf/1409.1556.pdf
https://arxiv.org/pdf/1512.03385.pdf
https://papers.nips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf


Background on GAP
● Learning Deep Features for Discriminative Localization (CVPR, 2016)

○ Introduced class activation maps (CAM) derived from GAP layers
○ 37.1% top-5 test error weakly supervised object localization on ILSVRC benchmark
○ Grad-Cam extends this work by replacing the weight from the final classification 

layer with the GAP gradients to each feature map 

CAM grad-CAM

http://cnnlocalization.csail.mit.edu/Zhou_Learning_Deep_Features_CVPR_2016_paper.pdf
https://arxiv.org/pdf/1610.02391.pdf


[side-note]
● Most of these models were trained on and validated on Imagenet when developed. 

However, “Real-world scenes are likely to contain multiple instances of some objects, 
and nearby object instances are particularly difficult to delineate. The average object 
category in ILSVRC has 1.61 target object instances on average per positive image, with 
each instance having on average 0.47 neighbors (adjacent instances of the same object 
category).” (Russakovsky, O. et al. ImageNet Large Scale Visual Recognition Challenge, 2014)

● Is this the best approach for image datasets with lots of instances?

Cell microscopy and 
histology data

ImagNet



Background on Spatial Attention
● Learn to Pay Attention (ICLR, 2018)

○ Use global feature vector (g, i.e. post GAP vector) as query vector
○ Compute attention weights (ɑi

s
 ) for final conv feature maps based on compatibility 

score (ci
s

 ) based on dot product between g and spatial features (lis ) 
○ (ga

s
 ) are either concatenated or used for separate predictions that are aggregated

○ Improvements on CIFAR-10/100, CUB-200-2011, SVHN

g
compatibility score:

attention weights:

Weighted features:

https://arxiv.org/abs/1804.02391


Background on Spatial Attention
● Spatially Attentive Output Layer for Image Classification(CVPR, 2020)

○ Compute spatial attention map final conv layer
○ Output is sum of spatial logits (class specific predictions) weighted by attention map
○ Introduce two additional losses - distillation based on GAP and SSL based on cutmix

Attention map

Spatial logits

Output

https://arxiv.org/abs/2004.07570


Main paper
● Augmenting Convolutional networks with attention-based 

aggregation(arxiv, Dec 2021)
○ Replace final pooling layer with attention based pooling
○ Can support multiple class attention maps by using multiple class tokens
○ Propose CNN arch (PatchConvNet) to retain spatial resolution in conv
○ Outperforms other transformer-based archs, but not some convnets

https://arxiv.org/abs/2112.13692
https://arxiv.org/abs/2112.13692


ViT comparison
● VIT - AN IMAGE IS WORTH 16X16 WORDS: TRANSFORMERS FOR 

IMAGE RECOGNITION AT SCALE (ICLR 2021)



Main paper
● Replace patching and flattening pixels with simple convolutional stem 

that produces 16x16 patches



Main paper
● The trunk consists of N blocks that preserve embedding dimension 

and resolution (similar to transformer blocks without self-attention 
between tokens)



Main paper
● Attention-based pooling

○ A query class token attends to the projected patches and aggregates them as a 
weighted summation. The weights depend on the similarity of projected patches with 
a trainable vector (CLS) akin to a class token. The resulting d-dimensional vector is 
subsequently added to the CLS vector and processed by a feed-forward network 
(FFN).



Main paper: Results
Classification with Imagenet1k training.



Main paper: Results



Main paper: Results


